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THERMAL EQUILIBRIUM




THERMAL ENERGY IS STATISTICALLY DISTRIBUTED
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m Thermal energy is exponentially distributed by the
E
Boltzmann equation: P(E) x e f&”

m When large numbers of systems interact and freely exchange
energy, the energy of any given system upon any given
observation follows an exponential distribution.



DISCRETE ENERGY LEVELS (¢4, €5, ... €m)

Normalized probability distribution
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Relative probability of two states




A  “BOLTZMANN" UNDERSTANDING OF
EXPONENTIAL ATMOSPHERE

Air density is a

function of potential
energy




A “BOLTZMANN” UNDERSTANDING OF CHEMICAL
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Relative likelihood

of two states

AE

DA _ o gt
Ps .

Forward rate

Eqct

Ra—p ox € Fe

EREFLY ————————

reaction progressy ——————



COUNTING METHOD TO DERIVE THE
BOLTZMANN DISTRIBUTION




N WEAKLY INTERACTING SYSTEMS DIVIDE TOTAL E
ENERGY AMONG THEM

Fundamental question

How many, ns, of the N systems do
we expect to be in the state s that
is associated with energy es?

average energy probability of
of the system being in state s S foes —
fs = ns/N

Zsfs =1




COMBINATORIAL METHOD

State | Energy | Number
1 €1 n,q
2 €o n,
3 €3 n3
S €s Ns

Conservation of mass and

energy

Esns:N

ZS nsfs B U
What is the probability of

a particular distribution
of ng?

W = N!

the number of ways you can have a
specific number of particles at
each energy level



FIND THE DISTRIBUTION WITH THE LARGEST NUMBER
OF POSSIBILITIES, I.E., MAXIMIZE W

Maximize log W

log W = log N! — Znsl

N(log N — 1) Zns log ns — 1)

Stirling’s formula

Nt = ()"



MAXIMIZE W WITH CONSTRAINTS OF CONSERVATION OF
MASS AND ENERGY

Lagrange multipliers

Add N and U to log W, each multiplied by an arbitrary
Lagrange multiplier (o« and ).

The most probable W is that for which:

6(IOgW—aZSns—BZS€$n$):O

The Boltzmann
distribution

—Y s 0ns (logns + a — Bes) = 0 ns = e e P

Varying with respect to each ns gives:

)



USING INFORMATION THEORY

TO DERIVE THE BOLTZMANN
DISTRIBUTION




THE ENTROPY OF A RANDOM VARIABLE

The entropy H(X) of a random variable X

HOX) = — 37 p(X) log, P(X)

xeX

H(X) = (log, p(x))




THE ENTROPY OF A TWO-STATE SYSTEM

The entropy H(X) of a random variable X

HOX) = — 37 p(X) log, P(X)

xeX

H(X) = (log, p(x))




THE ENTROPY OF A COIN TOSS

In [1]:

In [7):

import numpy as np
import matplotlib.pyplot as plt

p=
H=

plt
plt
plt
plt

plt

np. linspace(8, 1, 100
—p+#np. log2(p)- 11—ph*np Tog2(1-p)

figure()
.plot(p, H)
.xlabel('$p$
.ylabel('$H(X)$")

«show()

/Users/aravinthansanuel/anaconda3/ ib/python3.7/site-package
s/ipykernel_launcher.py:2: RuntimeWarning: divide by zero en
countered in log2

/Users/aravinthansanuel/anaconda3/ 1ib/python3.7/site-package
s/ipykernel_launcher.py:2: RuntimeWarning: invalid value enc
ountered in multiply




MAXIMUM ENTROPY DISTRIBUTION WITH FIXED MEAN

m Maximize entropy :

N
H(p) = - pilogp;  JUSNEENES
i=1

multipliers:
m Normalization condition: p; o< e~
N .
An exponential
Z pi =1 distribution of
i=1 energies is the

. distribution with the
m Fixed mean: least bias.

N
> pici=E
i=1
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