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Thresholds for seeing



Simple thresholds
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Minimum energies for vision

Emin = nhf
Lorentz calculated n 100
photons

Tapetum lucidum



Visual Conditions

Dark adaptation
I 30 minutes dark adaptation

Peripheral vision
I The greatest density of rods begins at 18°

Small Test Fields
I The larger the test field, the smaller the intensity that is

needed
I Reciprocal relation is not exact
I Minimum product of area and intensity occurs at 10’

Short exposures
I The shorter the light pulse, the greater the intensity that is

needed
I Reciprocal relation is exact <0.01s

The scotopic luminosity curve peaks at 510 nm
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A set-up to test seeing

The eye at the pupil P fixates the red point FP and observes the test field formed by the
lens FL and the diaphragm D. The light for this field comes from the lamp L through the
neutral filter F and wedge W, through the double monochromator MIM and is controlled
by the shutter S.
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Thresholds for seeing

Each datum is the result of many measurements during a single experimental period,and
is the energy which can be seen with 60 percent frequency. λ = 510nm,
Ephoton = 3.84× 10−19J

.
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Binomial and Poisson Statistics



The binomial distribution

Flip a biased coin, with a probability of a head p and the probability of a
tail 1 − q.
The probability of a given sequence, e.g., 10010..., is pqqpq...
There are a total of 2n possible sequences. The number of these with k
heads and n− k tails is:

n!
k!(n− k)! =

(
n
k

)

Thus, the probability of exactly k heads in n flips, i.e., the binomial
distribution, is

P(k;n,p) =
(
n
k

)
pkqn−k

We can use the binomial theorem to show that the binomial distribution
is normalized:

n∑
k=0

= P(k;n,p) =
n∑

k=0

(
n
k

)
pkqn−k = (p+ q)n = 1n = 1
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Expectation values
The expectation value of k is its mean value:

〈k〉 =
n∑

k=0
kP(k; n, p) =

n∑
k=0

k n!
k!(n− k)!

pkqn−k

To evaluate this, note that when k = 0, the term is 0, and that k/k! = 1/(k− 1)!

〈k〉 =
n∑

k=0

n!
(k− 1)!(n− k)!

pkqn−k

Factor out np:

〈k〉 = np
n∑
k=1

(n− 1)!
(k− 1)!(n− k)!

pk−1qn−k

Change variables by substituting m = k− 1 and s = n− 1:

〈k〉 = np
s∑

m=0

s!
m!(s−m)!

pmqs−m

= np
s∑

m=0

( s
m

)
pmqs−m = np = 1
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The binomial distribution

The binomial distribution (frequency of k successes) for n = 10, p = 0.16, N = 1000 trials.

〈k〉 = np σ2 = 〈k2〉 − 〈k〉2 = npq
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Binomial→ Gaussian as n gets large

The binomial distribution (frequency of k successes) for n = 100, p = 0.16, N = 1000 trials looks like a Gaussian

P(k;n,p)→ P(k;µ, σ)dk =
1√

2πσ2
e(−k−µ)2/2σ2dk
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The Poisson distribution

The Poisson distribution is obtained as an asymptotic limit of the binomial
distribution when p is very small

P(k;µ) = µk

k!
e−µ

One free variable: σ =
√
µ

Probability of zero successes: = e−µ

Probability of more than one success: 1− e−µ

Large numbers of photons are released from the lamp, small numbers succeed in being “seen”
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Poisson statistics in seeing



Probability of seeing

Poisson probability distributions. For any average number of quanta per flash, the ordinates give the probabilities that
the flash will deliver to the retina or more quanta, depending on the value assumed for n.

Let a be the average number of quanta which a flash yields to the retina. Poisson
statistics states that:

Pn =
an

n!
e−a

If θ is the threshold for seeing, then the probability of seeing is a cumulative
probability distribution:

Psee =
∞∑
n=θ

an

n!
e−a
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How many photons are seen?

Relation between the average energy content of a flash of light (in number of photons) and the frequency with which it
is seen by three observers.

The threshold
5 to 8 photons on a 10 minute circular field of the retina (about
500 rods)
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